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Abstract

Exosomes are membrane vesicles that constitute a potential mode of intercellular communication. Although the scope of its role is still being discussed, the release 
of exosomes by tumor cells suggests their participation in pathological situations and its study will surely drive to new therapeutic and diagnostic strategies. It is therefore 
important to be able to localize and identify these kinds of particles in transmission electron microscopy images. This preliminary work shows how a recent deep-learning 
algorithm available online can be applied to exosomes images to localize all the instances of the objects of interest, in any scale and several backgrounds.
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Introduction

Exosomes are membrane vesicles that are released by 
cells upon fusion of multivesicular bodies with the plasma 
membrane, and measure up to 30 to 100, 120, or 150 nm 
according to the authors [1-3] that are perfectly observed with 
Transmission Electron Microscopy (TEM) images, although the 
use of nanoparticle tracking analysis is being suggested lately. 
The interest in exosomes recently increase [4] exponentially, 
with the discovery they carry mRNA and microRNA with a role 
in pathological processes and development in health disorders 
of several types, such as viral, hereditary and neoplastic 
diseases [5] and have a potential value as biomarkers or 
therapeutic tools.

The detection of the exosomes in a large number of images 
is the fi rst step to achieve its morphological classifi cation in 
several classes, which has been suggested [6] could be based on 
its size and shape. We use a TEM image dataset and a state-of-
the-art algorithm based on neural networks known as YOLO 
v5, (YOLO stands for You Only Look Once, from its architecture 
characteristic as a one-stage detector [7]) and its implemented 
as open-source software on PyTorch framework by Ultralytics 

[8]. This algorithm allows to avoid time-consuming tasks 
and contributes to uniformize criteria in the localization of 
exosomes in irregular background conditions becoming useful 
with TEM large datasets.

Material and methodology

The image dataset came from the Centre for Biomedical 
Image Analysis at Masaryk University, Czech Republic. The 
exosomes were isolated by ultracentrifugation from the 
ascites of ovarian cancer patients, negatively contrasted with 
ammonium molybdate, and imaged with a Morgagni 268D 
microscope (FEI) equipped with Megaview III (Soft Imaging 
System), at 70 kV.

The dimensions of the individual images are 500x500 pixels, 
with scales ranging from 1.0 to 2.5 nanometers per pixel. There 
is also some diversity of the backgrounds, as several images are 
completely smooth, while others contain structures of different 
sizes and appearances (Figure 1) that are not exosomes.

The YOLOv5 algorithm can be downloaded and installed 
and will run from a command window in Windows-based 
systems. To work on our data, we need to annotate two subsets 
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of images, one for train and another for validation. Usually, 
around 30% of the images available will be allocated to train 
and validation, split into 20-10%. Both subsets must be 
annotated: annotation is the equivalent of ground truth in the 
terminology of supervised classifi cation, a set of images where 
the objects of interest are identifi ed by the class and localized.

Nowadays, all procedures can be done with tools available 
online, such as [9]. After choosing a set of representative 
images, we uploaded it and proceed to draw boxes around the 
objects of interest in each image; at the end of the process, a 
fi le in appropriate format to be read by YOLO v5 is exported, 
and it contains all the labels we’ve been drawing, so all we have 
to do is distribute the images and the fi les of labels between 
two directories with fi xed names that the training procedure 
will recognize.

There are a few parameters for train options and a set 
of hyperparameters that allow for data augmentation – 
variations in intensity, scale, rotation, shear, refl ections, etc. 
that can be applied to the data available to increase the spectra 
of the objects in the training stage. The train can take many 
hours, depending mainly on the model used – a model x with 
a Convolutional Neural Network (CNN) of 607 layers will take 
more time for each iteration than a model s, with just 283 
layers, the size of the images, and the regularization method.

When the train ends the number of iterations demanded 
(here called epochs), a series of graphic outputs assess the 
performance of the train/validation procedure based on 
precision (% of true positives correctly classifi ed) and recall 
(% of true positives correctly detected among all positives). 

The fi le resulting from the train can now be used for inference. 
Any image of the same kind can now be submitted to the 
detector and evaluated in milliseconds, the result being the 
identifi cation and localization of the objects of interest (Figure 
2) always with the same criterium.

A score refl ecting the confi dence assigned to the detection 
of each object can be used as a parameter in the detector to limit 
the selection to high confi dence object detections if relevant, 
like demonstrated in Figure 3.

The algorithm can now be fi ne-tuned through the 
parameters available for inference and tested in the remaining 
images to which we have ground truth data. This 40 images 
dataset has the corresponding 40 annotated images.

Conclusion

The possibilities of deep learning algorithms such as YOLO 
v5 seem to cover the void caused by procedures outputting 
high volumes of data at the end of the processing chain when 
huge volumes of data need to be processed and human labor 
availability is limited.

A fi ne tunned algorithm can take days to train and test, 
but the time of inference will be very short compared to the 
need of a human operator, and the results are consistent and 
robust if the criteria for the train were studied for that case 
and correctly applied. As the training focus on the attributes of 
the new objects of interest, transfer learning can be achieved 
with CNNs that had been trained with large data sets, because 
the basic attributes like edges and contrast differences are 
common to all objects and are at the base of the fi rst layers, 

Figure 1: Examples of the TEM images containing exosomes.

Figure 2: Detection in the images shown in fi gure 1.
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the details concerning our objects will be added to an already 
robust decision procedure to refi ne it. This kind of systematic 
approach can be achieved with open-source software and a 
current laptop. In future work, we’ll implement the algorithm 
with TEM datasets of other biological particles of interest, such 
as polyomavirus and adenovirus.
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Figure 3: Left, parameters by default; the confi dence scores show values less than 0.5 in small spurious detections, right, a confi dence threshold of 0.5 is applied to the 
inference.

 

 
 

 


