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Abstract

In recent years, the use of various Artifi cial Intelligence (AI) methods, such as evolutionary computation, heuristic algorithms, artifi cial neural networks, and fuzzy theory 
calculations, has gained popularity in addressing water resources issues. These algorithms have shown great success in solving problems that traditional deterministic 
methods struggle with. This study focuses on optimizing Dez reservoir operation over a long-term period using a nonlinear loss function through an evolutionary artifi cial 
neural network algorithm. The outcomes of this approach are then contrasted with genetic exploration and harmony search algorithms, highlighting the strengths and 
weaknesses of each method. Ultimately, a combination of the evolutionary artifi cial neural network method and hedging models is employed for optimal reservoir 
management, with results compared to the previous approach. Results show the appropriate performance of combining hedging policy with artifi cial neural network and 
harmony search algorithm. This combination signifi cantly reduces the vulnerability value with a slight decrease in reliability.
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Introduction

Water operation managers use hedging policies to 
minimize water usage and safeguard it for the future. The aim 
of the hedging policy is to minimize vulnerability. The annual 
peak vulnerability represents the highest defi cit experienced 
throughout the simulation period. A lower value indicates fewer 
signifi cant system failures. Given the non-linear relationship 
between the loss function and shortage levels, decreasing the 
severity of shortages will lead to cost savings. Bower, et al. were 
pioneers in studying the economics of hedging policies [1]. 
Subsequently, other researchers such as Klemes [2], Stedinger 
[3] and Loucks, et al. [4] explored the optimization of planning 
and management objectives in various approaches. Hashimoto, 
et al. [5] introduced the initial hedging policy. Bayazit and Unal 
[6] revisited the topic of hedging and analyzed how to establish 
hedging parameters in reservoir development. Subsequently, 
Shih and Revelle [7,8] proposed the single-point and the 
discrete hedging approaches. After that, different solution 

methods were invented to obtain the decision variables of these 
policies. One of these methods is artifi cial neural networks and 
evolutionary algorithms.

The brain's learning and training mechanism relies on 
experience. Electronic models of natural neural networks also 
follow this principle, approaching problems differently from 
traditional computer calculation methods. The basic artifi cial 
neural network model faced a setback in solving nonlinear 
problems. However, multilayer networks and feedback-
learning algorithms can address these issues. At that time, 
recurrent networks and the Hebbian learning method were 
introduced [9]. The application of neural networks in various 
aspects of water resources management, such as rainfall 
and runoff models [10], rainfall prediction [11], groundwater 
issues [12], irrigation tanks [13] and reservoir operation rule 
curves [14,15], expanded rapidly. In traditional neural network 
training, a dataset of input and output patterns is required. 
However, this training process and data utilization do not 
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ensure the most optimal solution. Consequently, alternative 
optimization methods were employed to train the neural 
network model. For instance, Chandramouli and Raman [16], 
trained the neural network using outcomes from dynamic 
programming and implemented it for single and multi-
reservoir operation rule curves.

Chang, et al. [17] employed the genetic algorithm to 
discover the optimal reservoir operation rule curve. In 2008, 
Chavez and Chang [18] utilized a neural network trained by 
Genetic Algorithm (GA) for a multi-purpose reservoir system. 
In 2011, Pianosi, et al. [19] utilized a combination of artifi cial 
neural networks and multi-purpose genetic algorithms for 
integrated reservoir operation. These methods are referred to 
as evolutionary neural networks.

Among various heuristic algorithms, genetic algorithms 
have been extensively utilized in solving water resource 
optimization problems in recent years. The genetic algorithm 
functions as a general search method that mimics the principles 
of natural biological evolution. Initially introduced by Holland 
[20], this algorithm has evolved into a potent optimization 
tool. Subsequently, numerous studies have explored the 
application of genetic algorithms in diverse optimization 
resource challenges. For instance, Esat and Hall [21] employed 
the genetic algorithm to determine the optimal path in a four-
reservoir system, aiming to generate electricity and fulfi ll 
agricultural requirements. Oliveira and Louks [22] utilized the 
genetic algorithm with real numbers to ascertain the optimal 
curves for reservoir utilization. Wardlaw and Sharif [23] 
compared the genetic algorithm's performance in binary mode 
and real numbers, while Sharif and Wardlaw [24] applied this 
algorithm in a multi-reservoir system in Indonesia to analyze 
reservoir development scenarios. In recent times, genetic 
algorithms have been instrumental in resolving various water 
resources management optimization problems. For further 
exploration and research in this domain, refer to Nicklow, et 
al. [25].

Although heuristic algorithms are inspired by natural 
phenomena, there are also algorithms that are imitated by 
artifi cial phenomena in their creation. Among the recent 
algorithms, we can mention the harmony search algorithm 
(HS) that was invented by Geem, et al. [26] based on the 
artifi cial phenomenon of "musical harmony". "Harmony" in 
nature is a special relationship between several sound waves 
that have different frequencies. After that, Mahdavi, et al. [27] 
applied changes in the harmony search algorithm and called it 
the modifi ed harmony search algorithm. Omran and Mahdavi 
[28] created a new algorithm by making a change in the original 
algorithm. Based on the initial algorithm, Pan, et al. [29,30] 
invented a harmony search algorithm with a set of parameters 
and a self-adaptive harmony search algorithm. 

In this study, the optimization of Dez reservoir operation 
over a long-term period is examined using a nonlinear loss 
function through the evolutionary artifi cial neural network 
algorithm. Subsequently, the outcomes derived from this 
approach are contrasted with those from genetic exploration 
and harmony search algorithms, highlighting the advantages 

and limitations of each technique. To enhance reservoir 
management, a hybrid approach combining the evolutionary 
artifi cial neural network method with hedging models is 
implemented and its outcomes are evaluated against the initial 
state.

Methodology

Hedging policy

Water operation managers use hedging policies to 
minimize water usage and safeguard it for the future. The aim 
of the hedging policy is to minimize vulnerability. The annual 
peak vulnerability represents the highest defi cit experienced 
throughout the simulation period. A lower value indicates fewer 
signifi cant system failures. Given the non-linear relationship 
between the loss function and shortage levels, decreasing the 
severity of shortages will lead to cost savings. Shih and Revelle 
[7] presented the discrete hedging technique which is still one 
of the most practical methods for reservoir management. In 
this method, shown in Figure 1, when the sum of storage and 
infl ow for a particular month p exceeds V1P, all the demands 
are fulfi lled. If the total storage and infl ow are below V1P but 
above V2P, only 𝜶1 percent of the demand is met, known as the 
fi rst hedging phase. Similarly, if the total storage and infl ow 
are below V2P but above V3P, 𝜶2 percent of the demand is 
supplied, termed the second hedging phase [31].

Genetic Algorithm (GA)

Genetic algorithms are stochastic search methods rooted in 
natural selection and genetics. They commence with an initial 
array of random solutions known as the initial population. 
Each entity within this population is termed a chromosome, 
embodying a potential solution to the problem at hand. 
Chromosomes progress through successive iterations, referred 
to as generations. During each iteration, chromosomes 
undergo evaluation. New generations are generated by either 
merging two chromosomes from the current generation using 
a combination operator to create offspring, or by altering a 
chromosome using a mutation operator to produce the next 
generation's offspring. Offspring from the current generation 
become the parents of the subsequent generation. Parent 
selection for the next generation is facilitated by a selection 
operator that leverages parental fi tness values as a criterion 
for selection. Weaker chromosomes are then eliminated to 

Figure 1: Disceret hedging policy for reservoir operation.
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maintain a constant population size, ensuring the parents 
of the next generation are retained. Favorable chromosomes 
have a greater likelihood of selection, leading the algorithms 
to converge towards superior chromosomes over several 
generations, potentially representing the optimal or suboptimal 
solution [32].

Harmony search algorithm

Harmony Search is an optimization algorithm that simulates 
the improvisation process of jazz music. In this algorithm, 
each solution is called a “harmony”. The ‘‘Harmony Memory’’ 
(HM) matrix is fi lled with randomly generated solution vectors 
and sorted in terms of the objective function value. Then, a New 
Harmony vector is produced based on three parameters: HMCR 
(harmony memory consideration rate), PAR (pitch adjustment 
rate), and BW (bandwidth). A good set of parameters can 
enhance the algorithm’s ability to search for the global 
optimum. The following general steps are taken in using the HS 
algorithms. First of all, if a uniform random number returned 
by rand () (between 0 and 1) is less than HMCR, the decision 
variable is generated by the memory consideration; otherwise, 
it is obtained by a random selection between Lower Band (LB) 
and Upper Band (UB). Secondly, each decision variable updated 
by the memory consideration undergoes a pitch adjustment 
with a probability of PAR. Thus, every component obtained by 
the memory consideration is examined to determine whether 
it should be pitch-adjusted. This operation uses the PAR 
parameter. In the memory consideration, New Harmony is 
chosen from harmony memory. And fi nally, New Harmony is 
produced by random selection. If the objective function of the 
New Harmony vector is better than the worst harmony in the 
HM, the New Harmony is included in the HM, and the existing 
worst harmony is excluded from the HM. Then, the harmony 
memory is sorted again. This process is continued until the 
stopping criterion is obtained [33]. 

Mahdavi, et al. (2007) modifi ed the original HS to introduce 
an improved HS (IHS) algorithm, which dynamically updates 
the values of PAR and BW as follows [27]: 

(max) (min)
( ) (min) *

PAR PAR
PAR gn PAR gn

NI


                (1)

( ) * exp( . ),maxb gn b C gnw w              (2)

,minln( )
,max

bw

bwC
NI


                (3)

Where NI is the number of iterations considered to stop the 
algorithm and gn is the repetition number.

In a nutshell, the new scheme to improvise a new harmony, 
Xnew, can be summarized as follows:

For (i=1 to n) 

If (random_1<HMCR) then

_ jx new xi i  j ⋳ (1, HMS)

if (random_2<PAR) then

x_newi = x_newi ± random_3 * bw, random_3⋳(0,1)

End if

Else

x_newi = LB(i) + random_4 * (UB(i)-LB(i)), random_4⋳(0,1)

End if

End for

In this algorithm, it is assumed that the HMCR (between 
0.9 and 1) and PAR (between 0 and 1) values are normally 
distributed with a mean of 0.98 and 0.3 and a standard 
deviation of 0.01 and 0.05, respectively. During the evolution, 
the values of HMCR and PAR associated with the generated 
harmony successfully replacing the worst member in the HM 
are recorded. After a specifi ed number of generations of LP, 
the means are recalculated by averaging all the recorded values 
during this period. With the new mean and the given standard 
deviation, new HMCR, and PAR values are produced and used 
in the subsequent iterations. The above procedure is repeated. 

Case study

Dez is the tallest double-arched concrete dam in Iran, 
constructed on the main branch of the Dez River. The river fl ows 
approximately 420 kilometers before reaching Reservoir Lake, 
where it merges with the Karun River, eventually emptying into 
the Persian Gulf. This multipurpose reservoir serves various 
functions, including providing water for agricultural purposes 
in fertile plains spanning around 125,000 hectares, generating 
520 megawatts of electricity, mitigating river fl oods and 
associated damages, and supplying water for industrial needs. 
The watershed area covers 17,430 square kilometers, with the 
lake holding a total volume of 3,460 million cubic meters at a 
height of 352 meters, including 65 million cubic meters of dead 
storage.

The statistical period spans 42 years, as shown in Table 1. 
To facilitate method examination and create critical system 
conditions, the total demand across all periods is assumed to 
be double the actual value.

Results and discussion

The neural network model for the Dez reservoir in this 
study comprises three layers: input, hidden, and output. The 
input layer incorporates infl ow, demand, and two seasonality 
indexes. Given the consistent pattern of infl ow data and 
reservoir output each month, the seasonality indexes are an 
important input in seasonal models. These indexes help the 
network to distinguish among different periods within a year. 
Without seasonality indexes, one must develop a separate 
model for each seasonal step (month in here) and face up using 
several models at a time, which would not be an effi cient way to 
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handle the problem [34]. We tested several types of seasonality 
indexes and found the one suggested by Nilsson, et al. [35] 
to be more suitable for our model. In this method two time 
series are considered as input neurons which combined, are 
representative of the cyclic 12 months of the year. One series is 
represented by the oscillation of a sine curve and the other of a 
cosine curve. The whole annual cycle is represented by 12 cyclic 
pairs of values, one unique pair per each month.

The hidden layer houses 2 internal neurons utilizing the 
sigmoid transfer function. The number of neurons in the 
hidden layer is obtained by sensitivity analysis through a trial 
and error process.

The output layer features a single neuron determining 
the reservoir outfl ow, employing the linear transfer function. 
Training the network involves the harmony search algorithm 
to minimize the total defi ciency objective function. The 
network's weights serve as decision variables for the harmony 
search algorithm, initially set randomly. Upon each program 
execution, the harmony search algorithm optimizes the 
weights to minimize the total defi cits' sum. 

Moreover, the combination of a neural network and discrete 
hedging model is utilized for optimal resource operation. In 
this model, alpha coeffi cients were set to 0.75 and 0.6 with 
sensitivity analysis. The neural network comprises three 
layers: input, hidden, and output. The input layer includes 
infl ow, initial storage, previous period's outfl ow, demands, 
alpha coeffi cients, and two neurons for seasonality indexes. 
The hidden layer houses 5 internal neurons using the sigmoid 
transfer function. The output layer features one neuron 
employing the linear transfer function to determine the 
reservoir outfl ow. In this model, based on water availability, 
one of the neurons 1𝜶, 2𝜶, or 3𝜶 is fed into the system, and 
network coeffi cients are adjusted accordingly.

For comparing different methods, various factors have 
been examined, such as reliability, maximum vulnerability, 
resiliency, quantitative reliability, defi ciency value, and 
objective function value. The objective function values are 
shown in Figure 2. It is evident that these values are quite 
similar and exhibit a consistent trend.

The evaluation criteria are presented in Table 2. It is 
important to note that these results refl ect an average of 10 
executions. It is evident that the neural network method 
exhibits higher reliability compared to the genetic algorithm 
and harmony search. Reliability, defi ned as the proportion of 
fully covered courses to the total number of courses [27], is 
notably high in the neural network, the combination of neural 
network and hedging, and the genetic algorithm, followed 
by the harmony search algorithm. The maximum annual 

vulnerability represents the most severe defi ciency experienced 
throughout the simulation period. A lower value indicates a 
reduced occurrence of signifi cant system failures. Vulnerability 
is determined by equation (4), where TDt represents the 
monthly demand and Rt signifi es the allocated water amount 
in month t.

Vulnerability 
TD Rt t
TDt


               (4)

As can be seen, the fi rst three models have a similar 
maximum vulnerability value but with the combination of the 
discrete hedging policy and the neural network, this value is 
signifi cantly reduced to 0.84. This is completely consistent with 
the philosophy of hedging, which is to increase the number 
of failures and reduce the maximum shortage. The purpose of 
hedging in the reservoir operation is to reduce the maximum 
vulnerability and as a result, reduce the damage caused by a 
severe shortage. Given the non-linear relationship between the 
loss function and shortage levels, decreasing the severity of 
shortages will lead to cost savings. The change in vulnerability 
is similar to the change in reliability, meaning that increasing 
reliability causes an increase in vulnerability and vice versa. 
High values of reliability and low vulnerability are desirable, 

Table 1: Monthly average of infl ow, demand, and evaporation.

Month 1 2 3 4 5 6 7 8 9 10 11 12 Annual

Average Infl ow (mcm) 200 302 516 572 826 1167 1755 1538 849 502 331 242 8800

Demand (mcm) 942 714 412 368 512 916 1226 1316 1486 1686 1694 1374 12646

Evaporation Volume (mcm) 211 134 88 70 75 85 140 209 273 269 280 275 2109

Figure 2: Comparison of objective function values in the studied models.

Table 2: Obtained Results.

Criteria
Harmony 
Search

 Algorithm (1)

Genetic
 Algorithm 

(2)

Neural
 Network 

(3)

Neural Network 
and Hedging 

(4)

Reliability 0.17 0.19 0.21 0.19

Maximum 
Vulnerability

1 1 1 0.84

Resiliency 0.12 0.12 0.12 0.12

Defi cit 41.4 41.1 40.41 43.27
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which is in contradiction with the trend of changes in these two 
evaluation criteria. However, as can be seen, the vulnerability 
value is signifi cantly reduced in the last model with a slight 
decrease in reliability. This is a very important achievement in 
reservoir operation rule curves. 

Conclusion

This study focused on optimizing Dez reservoir operation over 
a long-term period using a nonlinear loss function through an 
evolutionary artifi cial neural network algorithm. The outcomes 
of this approach were then contrasted with genetic exploration 
and harmony search algorithms, highlighting the strengths 
and weaknesses of each method. Ultimately, a combination of 
the evolutionary artifi cial neural network method and hedging 
policies was employed for optimal reservoir management, with 
results compared to the previous approach. Results showed the 
appropriate performance of combining hedging policy with 
artifi cial neural network and harmony search algorithm. This 
combination signifi cantly reduced the vulnerability value with 
a slight decrease in reliability. 
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